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We propose a computational method for generating sequential kinoforms of real-existing full-color three-
dimensional (3D) objects and realizing high-quality 3D imaging. The depth map and color information
are obtained using non-contact full-color 3D measurement system based on binocular vision. The obtained
full-color 3D data are decomposed into multiple slices with RGB channels. Sequential kinoforms of each
channel are calculated and reconstructed using a Fresnel-diffraction-based algorithm called the dynamic-
pseudorandom-phase tomographic computer holography (DPP-TCH). Color dispersion introduced by dif-
ferent wavelengths is well compensated by zero-padding operation in the red and green channels of object
slices. Numerical reconstruction results show that the speckle noise and color-dispersion are well suppressed
and that high-quality full-color holographic 3D imaging is feasible. The method is useful for improving
the 3D image quality in holographic displays with pixelated phase-type spatial light modulators (SLMs).
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Holography is one of the most important approaches for
three-dimensional (3D) imaging due to its capability of
recording and reconstructing the wavefronts of 3D ob-
jects or 3D scenes. Full-color holographic imaging with
panchromatic photosensitive material is now available to
record a full-color hologram in one single-layer film[1].

Recently, some electro-holographic displays (EHDs)
based on spatial light modulators (SLMs) have been pro-
posed to realize real-time holographic display[2−9]. They
are characterized by their capability to load video holo-
grams. When the EHDs are used to display a full-color
object, it is necessary to obtain digital holograms con-
taining information of RGB channels. Digital holography
is one approach that has been used to obtain full-color
holograms[10−16]. Another important approach to gen-
erate full-color holograms is computer holography. Lee
et al. generated synthetic phase holograms based on
iterative Fourier transform algorithm (IFTA) for auto-
stereoscopic full-color 3D imaging[4]. Yamaguchi et al.

proposed a method for calculating full-color image-plane
holograms[9]. Yoshikawa et al. invented a method to
calculate full-color rainbow holograms[17,18]. Sando et

al. calculated full-color holograms based on the 3D
Fourier spectra generated from multiple projection im-
ages of a full-color 3D object[19]. Makowski et al. pro-
posed a method based on multi-plane iterative algorithm
(MPIA) to calculate a single phase hologram, which con-
tains information on the RGB channels of a full-color
two-dimensional (2D) object[20,21].

Among the holograms calculated using the aforemen-
tioned methods, phase holograms (e.g., kinoform) have
higher diffraction efficiency than amplitude holograms
or complex amplitude holograms. This is particularly
true with multilevel-phase kinoform, in which the zero-
order and conjugated image can be suppressed during
the reconstruction process. This intrinsic characteristic
is important to improve the image quality in holographic

imaging. Recently, we proposed a computational method
based on multiple fractional Fourier transform to gener-
ate the kinoforms of 3D objects[22].

Another factor which influences the quality of recon-
structed image by use of kinoform is speckle noise. Some
optimization algorithms, such as MPIA[21], IFTA (also
referred to as G-S algorithm)[23], and simulated anneal-
ing algorithm (SAA)[24], have been proposed to generate
low-noise kinoforms. However, generating speckle-free ki-
noforms of a complex full-color 3D object using these op-
timization algorithms is still difficult.

Color dispersion introduced by different wavelengths
in full-color digital holography and full-color com-
puter holography is another important factor influenc-
ing the quality of reconstructed image. Some meth-
ods have been proposed to suppress this kind of color
dispersion, such as image-scaling operation[4], zero-
padding operation[10,12,13], recording/reconstruction dis-
tance modification[12,14], and reconstructing wave-front
modification[14].

In this letter, we introduce a method using dynamic-
pseudorandom-phase tomographic computer holography
(DPP-TCH) and zero-padding operation to calculate the
sequential multilevel-phase kinoforms of the RGB chan-
nels of real-existing full-color 3D objects in order to real-
ize high-quality holographic 3D imaging. The qualities of
the numerically reconstructed images are also evaluated.

The simulated model of DPP-TCH for RGB kinoform
generation of full-color 3D objects is shown in Fig. 1.
A full-color 3D object can be decomposed into multiple
slices with RGB channels. For simplicity, we take a full-
color 3D object composed of two slices as an example (a
lotus and a lily placed at d1 = 300 mm and d2 = 450 mm,
respectively) to demonstrate the proposed method. Note
that the model could be extended easily to generate ki-
noforms of complex 3D objects composed of more than
two slices.
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Fig. 1. Simulated model for RGB kinoform generation of full-
color 3D objects based on DPP-TCH.

According to the Fresnel diffraction theory, the com-
plex amplitude in the hologram plane contributed by the
wavefront of a certain color channel of the ith object
plane is described as

Ei,t(ξ, η; λ) =
exp(jkdi)

jλdi

∫∫

Ai(xi, yi; λ) exp[jϕt(xi, yi)]

× exp{
jk

2di

[(ξ − xi)
2 + (η − yi)

2]}dxidyi, (1)

where λ is the wavelength used for generating sequen-
tial kinoforms of the corresponding channel, k = 2π/λ;
di denotes the recording distance between the ith ob-
ject plane and hologram plane; i = 1, 2, 3, · · ·, L (L is
the total number of object slices); Ai(xi, yi; λ) denotes
the amplitude of the corresponding channel of the ith
object plane; ϕt(xi, yi) is the pseudorandom phase used
for smoothening the spectrum of object wave in generat-
ing the tth kinoform; t = 1, 2, 3, · · ·, T (T is the total
number of kinoforms in each channel). ϕt(xi, yi) is ran-
domly assigned in the range [0, 2π] and follows a uniform
distribution. ϕt(xi, yi) is invariant in the process of cal-
culating one kinoform, but is generated randomly again
in another kinoform calculating process.

The whole complex amplitude in the hologram plane
contributed by all the slices of the full-color 3D object
during the tth kinoform calculation is expressed as

Et(ξ, η; λ) =

L
∑

i=1

Ei,t(ξ, η; λ), (2)

where L is the total number of slices of the full-color
3D object. The tth kinoform of the corresponding color
channel is described as

Ht(ξ, η; λ) = arg[Et(ξ, η; λ)], (3)

where arg[·] denotes the argument of the complex ampli-
tude. The reference wave is not necessary in the process
of kinoform calculation. Under this setting, the zero-
order in the reconstructed image introduced by the ref-
erence wave can be suppressed. In the reconstruction
process, the complex amplitude in the ith image plane
from the tth kinoform is expressed as

O′

i,t(xi, yi; λ) =

exp(−jkdi)

−jλdi

∫∫

R(ξ, η; λ) exp[jHt(ξ, η; λ)]

× exp

{

−
jk

2di

[(ξ − xi)
2 + (η − yi)

2]

}

dξdη, (4)

where R(ξ, η; λ) denotes the reference wave for recon-
struction. Moreover, in the reconstruction process, the
reference wave is required to illuminate the kinoform but
does not introduce zero-order in the reconstruction pro-
cess because the kinoform only contains the argument of
complex amplitude of object wave in the hologram plane.
The complex amplitudes reconstructed from the T kino-
forms of the corresponding color channel are superposed
to form a speckle-free image according to

Ii(xi, yi; λ) =

∣

∣

∣

∣

∣

1

T

T
∑

t=1

O′

i,t(xi, yi; λ)

∣

∣

∣

∣

∣

2

. (5)

Compared with digital filtering methods for suppress-
ing speckle noise of digital images, the averaging ap-
proach is effective in suppressing speckle noise in both
numerical reconstruction and optoelectronic reconstruc-
tion.

In the process of numerical reconstruction or optoelec-
tronic reconstruction based on pixelated SLMs, the ki-
noform calculation formula described in Eq. (1) can be
discretized as

Ei,t(u, v; λ) =
exp(jkdi)

jλdi

M
∑

m=1

N
∑

n=1

Ai(m, n; λ)

× exp

{

jk

2di

[(u∆ξ − m∆xi)
2 + (v∆η − n∆yi)

2]

}

, (6)

× exp[jϕt(m, n)]

and Eq. (4) can be rewritten as

O′

i,t(m, n; λ) =
exp(−jkdi)

−jλdi

M
∑

u=1

N
∑

v=1

R(u, v; λ)

× exp

{

−
jk

2di

[(u∆ξ − m∆xi)
2 + (v∆η − n∆yi)

2]

}

,

× exp[jHt(u, v; λ)] (7)

where (∆xi × ∆yi) and (∆ξ × ∆η) are the pixel sizes
of the ith object plane and hologram plane, respectively;
(∆x′

i×∆y′

i) denotes the pixel size of the ith image plane;
and M×N is the sampling number of the hologram plane.

The relation between the resolutions of the ith object
plane (or image plane) and the hologram plane (SLM) is
described as[25]

∆xi = ∆x′

i = λdi/(M∆ξ), (8)

and

∆yi = ∆y′

i = λdi/(N∆η). (9)

Thus, the width and height of the reconstructed im-
age in the corresponding color channel are determined
by λdi/∆ξ and λdi/∆η, respectively.

To superpose the three-channel reconstructed images
perfectively and form a dispersion-free full-color 3D im-
age, and for uniform detail resolutions in the RGB chan-
nels of 3D object, the pixel sizes (∆xi × ∆yi, i.e., the
sampling intervals) in the RGB channels of the ith ob-
ject plane should be set the same. Hence, in this letter,
we introduce zero-padding operation to make the pixel
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size (∆x′

i × ∆y′

i) of the reconstructed full-color image
independent of wavelengths. The relationship between
sampling numbers and corresponding wavelengths in the
RGB channels can be expressed as

MR : MG : MB = NR : NG : NB = λR : λG : λB. (10)

The relationship indicates that a larger number of sam-
pling points in the object plane is needed for the longer
wavelength used, which results in redundant marginal
districts in the red and green channels. These marginal
districts are padded with zeros. The central valid district
of full-color information is determined by the sampling
number of the blue channel. In this letter, the wave-
lengths of the RGB channels are set as 635 nm (λR),
532 nm (λG), and 473 nm (λB), and we suppose that
the sampling number (MR × NR) of the red channel is
1024×768 (pixels). Thus, according to Eq. (10), the
sampling number of the green and blue channels are
858×643 pixels and 763×572 (pixels), respectively.

To realize holographic imaging of real full-color 3D
objects with the proposed method, we use a non-contact
full-color 3D measurement system based on binocular
vision to obtain the color information and depth map of
a full-color 3D object (Fig. 2). Maximum depth value in
the depth map is 210 mm. The distance of the base-plane
(i.e., black background shown in the depth map) to the
hologram plane is set as d0 = 500 mm. The obtained
depth map is then decomposed into multiple object slices
with a constant small depth interval of δ (δ = 0.1 mm)
in the depth direction. During the RGB kinoform calcu-
lation process, the depth values of the points belonging
to the ith object slice can be reset as iδ because of
δ ≪ d0 − iδ. Supposing that L is the total number of
object slices, then the distance di from the ith object
slice (i = 0, 1, 2, 3,· · ·, L–1) to the hologram plane is
di − iδ. Color information of the object points of the ith
object slice are obtained from the corresponding points in
Fig. 2(b). The pixel size in the hologram plane is set as
8×8 (µm).

We can then obtain the sequential kinoforms of RGB
channels of the full-color 3D object from multiple ob-
ject slices according to the calculation model shown in
Fig. 1. To generate a single kinoform with a pixel num-
ber of 1024×768, the calculation time is approximately
2 min using a personal computer with a central process-
ing unit (CPU) working at 2.5 GHz and memory of 2 GB.
Figure 3 shows the reconstruction results from the RGB
kinoforms with different reconstruction distances when
T = 1 and T = 20, respectively. When the reconstruc-
tion distance is changed slowly from 290 to 350 mm, the

Fig. 2. Original information obtained with non-contact full-
color 3D measurement system. (a) Depth map (1024×768
pixels); (b) color information (1024×768 pixels).

corresponding object slice is clearly in sharp focus when
the recording distance is equal to the reconstruction dis-
tance. Specifically, a full-color 3D image of the real full-
color 3D object can be reconstructed with the proposed
method.

In addition, we also note that the speckle noise is well
suppressed and the detail resolution is improved when T
= 20 (see Figs. 3(c) and (d)). We introduce the speckle
index (SI) to evaluate the retrieval level of detail resolu-
tion of reconstructed image. The SI of the reconstructed
image in the each channel is defined as

SI(λ) =
1

MN

M
∑

m=1

N
∑

n=1

σ(m, n; λ)

µ(m, n; λ)
, (11)

where σ(m, n; λ) and µ(m, n; λ) are the standard devi-
ation and mean value of the p × q neighborhood (p =
q = 3) of a reconstructed image point P (m, n; λ), respec-
tively.

General quality of the full-color reconstructed image
can be evaluated by calculating the averages of SIs in the
RGB channels. It is expressed as

SI =
1

3
[SI(R) +SI(G) + SI(B)] . (12)

The SI is about 0.5 in Figs. 3(a) and (b), and de-
creases to about 0.2 in Figs. 3(c) and (d). Little color
shifts in the reconstructed images are still noticeable
and are introduced mainly by the reconstruction errors
from the RGB kinoforms. Image qualities of the recon-
structed full-color images can be further improved when
their color shifts are well suppressed by calculating more
kinoforms into each channel to further suppress the ef-
fect of speckle noise. Moreover, it follows the speckle
theory by supposing that the independent speckle pat-
terns suppress speckle noise, that is, the SI of the re-
constructed image decreases slowly with the increase
in the number of kinoforms and tends to a state level.

Fig. 3. Numerical reconstruction of a real full-color 3D object
using the proposed method, when the reconstruction distance
di changes slowly between 290 and 350 mm. (a) and (b) are
the numerical reconstructed full-color images (763×572 pix-
els) when T = 1 with di = 290 and 350 mm, respectively; (c)
and (d) are the numerical reconstructed full-color 3D images
(763×572 pixels) when T = 20 with di = 290 and 350 mm,
respectively.
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With the sequential kinoforms of the RGB channel of
3D objects generated by the proposed method and the
combined use of time division multiplexing (TDM) or
spatial division multiplexing (SDM), we can realize high-
quality optoelectronic reconstruction of full-color 3D ob-
jects based on phase-only SLMs. This type of phase-type
SLMs with a refresh rate of 180 Hz or faster is available
commercially. The improvement of the refresh rate of
phase-type SLM will be very useful in realizing high-
quality full-color electro-holographic 3D displays with
the use of RGB kinoforms calculated by the proposed
method.

Another important factor which influences the image
quality of full-color EHD is the chromatic aberration in-
troduced by the diffraction characteristics of pixelated
SLMs and other optical elements. Chromatic aberration
should be carefully compensated in order to realize high-
quality full-color electro-holographic 3D displays. Our
future work will be on the chromatic aberration com-
pensation for a full-color 3D holographic display system
with the RGB kinoforms calculated using the proposed
method in this letter to finally realize high-quality full-
color holographic imaging of full-color 3D objects.

In conclusion, a computational method is proposed for
realizing high-quality full-color 3D holographic imaging.
We decompose full-color 3D object into multiple slices
with RGB channels, and calculate multiple kinoforms of
each channel using DPP-TCH. Color dispersion intro-
duced by different wavelengths is also compensated by
zero-padding operation in the red and green channels of
object slices. High-quality full-color 3D image is recon-
structed with speckle noise and color-dispersion is well
suppressed. The method is also useful for realizing high-
quality full-color holographic 3D displays with pixelated
phase-type SLMs.
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